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A theoretically rigorous and computationally tractable methodology for the prediction of the
free energies of binding of protein—ligand complexes is presented. The method formulated
involves developing molecular dynamics trajectories of the enzyme, the inhibitor, and the
complex, followed by a free energy component analysis that conveys information on the
physicochemical forces driving the protein—ligand complex formation and enables an elucidation
of drug design principles for a given receptor from a thermodynamic perspective. The complexes
of HIV-1 protease with two peptidomimetic inhibitors were taken as illustrative cases. Four-
nanosecond-level all-atom molecular dynamics simulations using explicit solvent without any
restraints were carried out on the protease—inhibitor complexes and the free proteases, and
the trajectories were analyzed via a thermodynamic cycle to calculate the binding free energies.
The computed free energies were seen to be in good accord with the reported data. It was
noted that the net van der Waals and hydrophobic contributions were favorable to binding
while the net electrostatics, entropies, and adaptation expense were unfavorable in these
protease—inhibitor complexes. The hydrogen bond between the CH,OH group of the inhibitor
at the scissile position and the catalytic aspartate was found to be favorable to binding. Various
implicit solvent models were also considered and their shortcomings discussed. In addition,
some plausible modifications to the inhibitor residues were attempted, which led to better
binding affinities. The generality of the method and the transferability of the protocol with

essentially no changes to any other protein—ligand system are emphasized.

I. Introduction

The ability to accurately predict binding affinities
from structural considerations is an essential prereg-
uisite to developing a thermodynamically sound strategy
for drug design. Molecular simulations employing free
energy perturbation!~® and thermodynamic integration®—28
methods developed almost a decade and a half ago
within the framework of statistical mechanics constitute
some of the best options from the standpoint of theoreti-
cal rigor for evaluating receptor—ligand binding free
energies. However, computational demands and issues
related to sampling and convergence arising in these
methods prevent them from being widely and routinely
used in structure-based drug design.®~!! Furthermore,
the statistical noise associated with a series of simula-
tions required to elicit the all-important single quantity,
namely, the binding free energy, in these methods
diminishes somewhat their discriminatory power in
making a judicious choice among alternative candidate
molecules. Thus, the quest for computationally expedi-
tious yet reliable methods (to be used in structure-based
drug design) for obtaining free energy estimates from a
single simulation on the receptor—ligand complex or
directly from the crystal structure of the complex
continues. In this context, the master equation approach
formulated by Ajay and Murcko,’? which assumes
additivity of the free energy components and the hier-
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archical improvements feasible within the free energy
component structure,’314 offers an attractive alterna-
tive. An implicit further expectation from theory beyond
accurate determinations of binding free energies is that
some atom/functional group based general principles of
protein—drug recognition could be catalogued eventually
at least for a specific protein target if not in the general
case. It is here that the free energy component analysis
could prove to be powerful, limited only by the accuracy
of the force field parameters used in computing energies.
Recent improvements in the description of intermolecu-
lar interactions using the second-generation molecular
mechanics (MM) force fields!®16 and the development
of a new methodology for obtaining the free energies of
solvation accurately using the “generalized Born solvent
accessibility” (GBSA) model'”~22 together provide a state
of the art method (MMGBSA) for rapid free energy
evaluations for binding processes involving noncovalent
macromolecular associations. Furthermore, any limita-
tions arising due to additivity approximation of the free
energy components are overcome to a large extent by
an appropriate choice of the solvation model compatible
with the force field. In this article, we illustrate this
methodology for calculating the free energies of protein—
drug binding using HIV-1 protease—inhibitor complexes
as a test case.?32* HIV-1 protease has been chosen
because of the importance of developing effective drugs
against HIV and also because of the wealth of activity
data and structural information on this system. Active
research is being done on the design of newer and better
inhibitors for HIV-1 protease to combat AIDS.25-2% We
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Figure 1. Schematic of HIV-1 protease indicating some
important residues from one monomer.

describe herein a theoretical “component analysis” of the
standard free energy of binding for some HIV-1 pro-
tease-inhibitor complexes, paying particular attention
to the merits and limitations of the binding affinity
estimates and directions to take in further methodology
improvements aimed at drug design.

The HIV-1 protease (PR) is a member of the well-
characterized aspartic protease family, which also in-
cludes mammalian enzymes such as renin, pepsin, and
chymosin. The function of HIV-1 protease is to cleave
the translated viral gag-pol polyprotein into discrete
components. Without protease activity, the viral par-
ticles remain noninfective, and this makes the protease
an attractive candidate for therapeutic drug design
against AIDS. The HIV-1 protease structure corre-
sponds closely to the arrangement of the completely
symmetrical dimer that has been proposed as the
ancestor of the aspartic proteases.’%3! The two PR
subunits interact to form a symmetric dimer with an
active site that is similar to the highly conserved active
sites of monomeric cellular proteases. The conserved
active-site residues Asp25, Thr26, Gly27 and Asp25%’,
Thr26', Gly27' form a symmetrical and highly hydrogen-
bonded arrangement virtually identical to that described
for pepsins (Figure 1). The two threonines are inacces-
sible to solvent and are hydrogen-bonded so that the
O7 atoms bond to the main-chain N—H functional
groups of the other subunit. The two aspartates lie
roughly coplanar, with their inner carboxylate oxygens
hydrogen-bonded to the N—H group of Gly-27 and
Gly27', respectively. An extensive hydrophobic core
extends through the dimeric interface. Pro-1, lle-3, and
Leu-5 of the N-terminal domain, and Cys-95, Leu-97,
and Phe-99 of the C-terminal domain, form one side of
the central four-stranded -pleated sheet and pack onto
Leu-24 and Thr-26, adjacent to the catalytic residues
and the hydrophobic residues of the helix (viz. Leu-89,
Leu-90, and Ile-93). These residues of the core tend to
be highly conserved among the retroviral proteases. The
only truly buried polar residue apart from Thr-26 is Thr-
31, which is also hydrogen-bonded to main-chain N—H
and C=0 functional groups in a fashion that is often
important to protein structure.3°

HI1V-1 protease—ligand complexes share a number of
structural features preserving a common ligand—protein
interaction pattern. Hydrophobic amino acids are seen
to be preferred at the P1—P1' residues that flank the
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Table 1. Some Substrates for HIV-1 Protease

PROCESSING SITES FOR HIV-1 PROTEASE

! !

Site P4 P3 P2 P1 Pl P2 P3 P4
p1/p6 ~Pro—Gly—Asn—Phe/ Leu—Gln —Ser — Arg —
PR/RT —Thr — Leu—Asn—Phe/ Pro—lle —Ser — Pro —

scissile peptide bond, aliphatic and Glu/GlIn residues are
often found at P2', aromatic residues are almost never
found at P3', and small residues are preferred at P2.
Several sequences contain an aromatic residue at P1
followed by a Pro at P1' (Table 1 and Figure 2).3! Studies
with peptides corresponding to a target in the HIV-1
gag precursor have shown that a heptapeptide is cleaved
by the HIV-1 PR.28 Thus, the minimal target sequence
for retroviral proteases should have four amino acids
(P4—P1) corresponding to the side that is to become the
new carboxyl terminus and three amino acids (P1'—P3’)
corresponding to that which is to become the new amino
terminus of the cleaved product. Binding of an HIV-1
peptide substrate,3? Ser-GIn-Asn-Tyr-Pro-lle-Val, which
is cleaved efficiently between Tyr and Pro, shows that
the two catalytic residues Asp25 and Asp25' from both
subunits in the dimer are near the scissile bond. It has
been proposed that several potential hydrogen bond
interactions occur between the main-chain atoms of the
substrate and the main-chain atoms of Gly-51', Asp-29',
Phe-53', Gly-27', Asp-25', Asp-25, Phe-53, Gly-27, Asp-
29, and Gly-51 (Figure 2). The position of the two
flexible flaps gets altered in the presence of the sub-
strate. This change probably enhances binding of the
inhibitor by facilitating several hydrogen bond inter-
actions; it also causes exclusion of water from the
catalytic site.

There are seven subsites known to be present in
HIV-1 protease, and the corresponding residues present
in these subsites?® are shown in Table 2. The subsite
S1 has space for a large hydrophobic residue. The Phe
residue occurs at P1 in several HIV-1 cleavage sites, and
this interacts favorably with Phe-53. A smaller hydro-
phobic side chain is preferred at S1', and Pro is often
present in this location. The substrate residue P2' tends
to be polar because of a flanking Asp-30. A smaller
residue is predicted to bind in subsite S4, and there is
a potential to bind polar residues at substrate residue
P3 because of the presence of conserved Asp and Arg
at positions corresponding to residues 29 and 8 of the
HIV-1 protease. Further from the cleaved peptide, that
is, beyond subsites S4 and S3', the substrate lies near
the surface of the dimer where there are several charged
residues, so polar amino acids could be preferred at
distal locations in the substrate.

The structural information summarized above neces-
sitates interpretation in energetic terms and further
delineation of free energetically favorable interactions
between the enzyme and the ligand. We present here a
free energy component analysis of the binding of HIV-1
protease with two inhibitors, focusing on the forces
stabilizing these complexes. On the basis of the results
here and our previous free energy studies on the
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Figure 2. Diagrammatic representation of the modes of interaction of HIV-1 protease with an inhibitor (layout is adapted from

ref 31).

Table 2. Residues and Atoms of the Protease That Interact
with the Substrate Atoms at Various Subsites

subsite substrate atom HIV-1 PR atom HIV-1 PR
S4 P4 NH Asp3011e301e5¥
P4 C=0 O Asp?® Arg® Asp?9Leu??
P3 C=0 NH Asp?® Val®2Arg®”
S2 P2 NH C=0Gly*Y  Ala?®®Val®2 Phe5®
P2 C=0 NH Phe5¥ 11e5* Leu”®Thr8%11e8%
S1 P1 NH C=0 Gly?" LeuZ® Asp?® Phe®3
P1C=0 O Asp? Pro8! Val®? |1e8
St P1'NH O Asp?® Leu2¥ Asp2*'Phe>¥
P1' C=0 NH Phe?3 11e84
S2' P2' NH C=0 Gly% AlaZ8 Asp30 Val32
P2' C=0 NH Asp?® Phe33 1154 Leu’® 1184
S3' P3' NH C=0 Gly*t Arg® Asp? 11e>°
P3' C=0 NH Gly>t Pro8Y Arg®”

aspartic protease—pepstatin complexes reported previ-
ously, we attempt to draw some general inferences of
relevance to inhibitor design.

Il. Theory and Methodology

A number of theoretical methods for analyzing the
energetics of protein—ligand interactions are presented
in the literature ranging from the free energy pertur-
bation~® methods at one end to the analysis of energy-
minimized structures at the other.3* The master equa-
tion approach proposed by Ajay and Murcko (please see
Appendix for a detailed discussion) offers a middle
ground between these two extremes and allows for the
development of computationally rapid methods.

AG® = AG°, + AG®, + AG®

+ AG°,, + AG®

rot intra solv salt

Some of the approximations inherent in this equation
such as additivity of the components, particularly that
of intrasolute and solvation contributions, and validity
of gas-phase statistical mechanics for translational and
rotational contributions, etc. can be alleviated by work-
ing with molecular dynamics trajectories developed with
explicit waters and then carrying out a post facto free
energy analysis with a force-field-compatible solvation
model via a suitable thermodynamic cycle.

Several system-specific methods have been used suc-
cessfully in the development of potent enzyme inhibi-

tors. The simplest method?®* calculates only the enzyme—
inhibitor interaction at the minimum-energy configura-
tion, without including the solvent molecules. This
method is very fast but could be oversimplified if the
desolvation energy and entropic contributions are im-
portant.

Agvist et al.®® derived an equation for the series
expansion of the free energy difference, and their
method requires the inclusion of coefficients in addition
to force field parameters. In this form, the original
ensemble average for the exponential of potential ener-
gies reduces to the calculation of the ensemble average
of simple potential energies. The series expansion, in
principle, involves an infinite number of terms. In the
linear interaction energy (LIE) approximation, Hansson
and Aqvist3® assumed that the second and higher order
terms can be neglected, and LIE thus becomes a first-
order approximation of the binding free energy.

AG°® = AG°, + AG®

| |
~ a(ve bound % free) +

ﬁ (Vvdw _ VVderee)

vdw

bound

where V&\,ung and VVaW,..ng are the electrostatic and van
der Waals interaction energies between the ligand and
the solvated protein from an MD trajectory with the
ligand bound to the protein and Ve and VY%, are
the corresponding interaction energies between the
ligand and water from an MD trajectory with the ligand
in water. o and 8 are two empirical parameters.

Lee et al.3” determined the binding free energies at
different levels of approximation for HIV PR, but they
found the need for including the solvent molecules
explicitly. Wang et al.38 determined the binding free
energies of PR—inhibitor complexes accurate up to the
second decimal place by optimizing the j coefficient in
the LIE method. The coefficient, however, is system-
specific. Dominy and Brooks®® developed a protocol to
generate ensembles of protein—ligand complexes and
then to carry out the energy analysis. Verkhivker et al.*0
carried out an empirical free energy calculation on the
complexes of HIV-1 protease, and reported good cor-
relation with the experimental data. Quantitative struc-
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Figure 3. Molecular structural formulas of inhibitors studied: (A) 4hvp; (B) 8hvp.

ture—activity relationship studies have proven to be
useful in the context of drug design efforts for computing
the relative binding affinities of closely related inhibi-
tors.*1=45 These methods seek to correlate an activity
such as binding affinity with some function of the
inhibitor properties. Although useful for a particular
case in which large amounts of binding data are
available, these methods are not generally applicable
when little experimental data are available. In addition,
it is difficult to rationalize the resulting function in
terms of physicochemical interactions.

The MMGBSA (molecular mechanics—generalized
Born solvent accessiblity) model illustrated here in this
contribution constitutes the current state of the art to
estimate binding free energies short of full free energy
simulations, the only other alternative at this level of
theoretical rigor being the MMPBSA (molecular mech-
anics—Poisson—Boltzmann surface area) model.*¢ Koll-
man and co-workers*’ have recently derived the binding
free energies of 12 TIBO-like HIV-1 RT inhibitors using
the MMPBSA methodology. The MMPBSA methodology
as reported by Kollman and co-workers and the MMG-
BSA as illustrated and applied in this contribution are
similar in spirit. Whereas the former utilizes the Pois-
son—Boltzmann treatment for including solvation ef-
fects, the latter adopts generalized Born methodology
for the same. Both methods are expected to give similar
results, with the latter expected to be faster computa-
tionally. The method reported in this article assumes
additivity* wherein the net free energy change is
treated as a sum of a comprehensive set of individual
contributions. Each component is estimated in a force-
field-compatible manner. Proper partial atomic charges
derived from ab initio quantum calculations are as-
signed to all atoms of the protease and the inhibitor.
This is followed by nanosecond-long molecular dynamics
simulations with explicit solvent on the bound and the
unbound enzymes. No distance-specific or residue-
specific restraints are applied in the molecular dynamics
(MD) simulation. Structures thus generated from simu-

lations are then utilized to form ensemble averages for
each free energy component to quantify their relative
magnitudes and to determine whether they make favor-
able or unfavorable contributions to the free energy of
complexation, providing potentially useful new knowl-
edge on inhibitor design.

I11. Calculations

The atomic coordinates of the complexes of HIV-1
protease with inhibitor molecules were obtained from
the RCSB Protein Data Bank*® (PDB code: 4hvp and
8hvp). A diagrammatic representation of the inhibitor
molecules is shown in Figure-3. Our calculations are
based on all-atom models for the enzyme and the
inhibitors in which hydrogen atoms are added explicitly
to the crystal structure. AMBER!>16 partial charge
assignment for the enzyme atoms proceeds in a straight-
forward manner. After a series of preliminary investiga-
tions with all permutations of ionization states of the
catalytic aspartates Asp25 and Asp25’, we have decided
on a protonated Asp25’' and deprotonated Asp25.24
Partial atomic charges for the inhibitor atoms were
derived consistent with the AMBER protocol. The
charges on the atoms of a residue were determined
along with its flanking residues by generating the
electrostatic potentials with the 6-31G* basis set using
GAMESS* and then fitting them with the RESP®°
module of the AMBER molecular modeling package. The
enzyme—inhibitor complex was surrounded by a box of
water molecules (~4500 waters), and periodic boundary
conditions were applied to the system. Energy minimi-
zation was then performed using the Sander module of
AMBER to relieve any unfavorable clashes in the crystal
structure. Here, 1000 steps of minimization were carried
out first for waters only (500 steps of steepest descent,
SD, followed by 500 steps of conjugate gradient, CG),
followed by a further 500 steps (250 SD + 250 CG) of
hydrogen atoms on the complex and water molecules.
After this, 150 steps (100 SD + 50 CG) of free minimi-
zation was carried out. The minimized structure was
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Figure 4. Thermodynamic cycle adopted to construct the
standard free energies of enzyme—inhibitor binding from
molecular dynamics simulations.

[Protein*Inhibitor*],,.

then used as input to the molecular dynamics study.
We used a 1 fs (10715 s) time step for integrating the
equations of motion in all our MD studies. Here, 20 ps
(picosecond) of heating phase was first carried out in
which the system was heated from 100 to 300 K using
a constraint of 25 kcal on all the atoms except waters.
This was followed by a 50 ps period of equilibration in
which all constraints were removed, and finally a 1 ns
data collection phase was carried out. This protocol for
developing a nanosecond molecular dynamics trajectory
on the protease—inhibitor complex with a box of waters
is applied to each of the two complexes (viz. 4hvp and
8hvp). MD was also carried out on the uncomplexed
proteins (separate MD simulations were performed on
the native structures for both the complexes because of
the differences in resolution of the crystal structures)
in order to assess the free energy expense of structural
adaptation of the protease in forming the complex.
Because in these systems the inhibitors were small and
bind to the protease in an extended form, MD simula-
tions on the free inhibitors were not deemed re-
quired.?*5! In cases where the inhibitor is flexible, MD
simulations can be performed on the free inhibitor as
well to calculate its adaptation expense. The calcula-
tions were performed on a SGI Origin 200 four-processor
machine.

A post facto analysis of the molecular dynamics
trajectories on each of the complexes is then carried out
to construct a thermodynamic cycle for the protein—
inhibitor binding in aqueous solution (Figure 4). About
100 structures at intervals of 10 ps are culled from each
trajectory followed by a computation of the averages for
each component in the cycle listed below. The intramo-
lecular energetics is based on the AMBER force field.
The electrostatic contribution to solvation was calcu-
lated via the AMBER compatible modified generalized
Born model.1’=22 The nonelectrostatic contribution to
solvation, which involves molecular surface area calcu-
lations, were performed using the ACCESS program
based on the algorithm of Lee and Richards®2 but with
AMBER van der Waals radii. The added salt concentra-
tion employed in the Debye—Huckel term was 0.18 M.
Entropies are computed using statistical mechanical
expressions. Further methodological details on the
evaluation of each component are provided previ-
ously.5354 Results for each of the components enumer-
ated as contributing to the binding for each system are
presented below.
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Table 3. Conventional Combination of the Computed Primary
Terms Contributing to the Net Free Energies of Binding
(kcal/mol) for the HIV-1 Protease—Inhibitor Complexes

4HVP 8HVP
AG® 38.95 24.37
AG°yaw —16.73 —13.85
AG°cay —74.42 —76.44
AGcentropy 37.47 39.32
AG®ions —0.23 0.73
AG®aqp 5.23 8.14
AG®tot —9.73 —-17.73
AGCexpt —8.40 —12.30

4hvp Free Energy Components

Energy (hcakimae)

Cav

A

8hvp Free Energy Components

Ent

Enargy {Koalmale)
i

B

Figure 5. Contribution of the free energy components to the
net binding energy: (A) 4hvp; (B) 8hvp.

1V. Results

An important aspect in a conventional free energy
analysis study is the net contribution of electrostatics
(including hydrogen bonds), shape complementarity,
hydrophobic effects, structural adaptation, etc. to bind-
ing, the values of which are shown in Table 3. The sign
conventions are defined in such a way that negative
values are favorable and positive values unfavorable to
binding. An analysis of the results of Table 3 based on
the net contributions from electrostatics, van der Waals,
cavitation, entropy, and ion effects are presented sche-
matically in Figure 5 for the two complexes. Here, the
differential effects of direct van der Waals interactions
between the protein and the drug and cavity formation
upon complexation are seen to be favorable to binding,
while electrostatics, adaptation, and entropy losses are
unfavorable to binding. lon effects were found to be
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Table 4. Binding Free Energies (in kcal/mol) for HIV-1
Protease—Inhibitor Complexes: A Comparison of Various
Protocols

4hvp 8hvp
I. Sigmoidal Dielectric Function
a. minimization (500/150)2 —13.70 —12.40
b. molecular dynamics (1 ns) 8.30 5.60
I1. 4r Dielectric Function
a. minimization (500/150) —12.00 —6.80

b. molecular dynamics (1 ns) 7.70 5.90

111. Explicit Water (Solvent Shell, ~1500 Waters)
a. minimization (1000/500/150) —30.10 —25.30
b. molecular dynamics (1 ns) —27.90 —13.10

1V. Explicit Water (Solvent Box, ~4500 Waters)

a. minimization (1000/500/150) —25.23 —22.44
b. molecular dynamics (1.2 ns) —9.73 —-17.73
experimental values —8.40 —12.30

a See text.

Table 5. Hydrogen Bond Distances in the Crystal Structure
and the Molecular Dynamics Simulation Averages

inhibitor protein cryst (A) MD (A)
8hvp
N (201) O (46) 37 4.9
0 (202) N (48) 3.1 3.2
0G (202) 0D2 (30) 2.6 27
N (203) oD2 (29) 3.9 3.9
0 (203) N (29) 3.2 3.7
N (204) O (48) 2.7 3.0
ND2 (204) N (29) 3.2 4.4
ND2 (204) N (30) 36 43
ND2 (204) 0 (30) 3.4 3.0
N (205) 0 (27) 3.4 3.0
0S (205) OD1 (25) 2.4 3.2
0S (205) 0D2 (25) 2.9 2.8
0S (205) OD1 (125) 31 3.4
05 (205) 0D2 (125) 2.7 3.0
N (207) 0 (127) 3.4 5.3
0 (207) N (129) 3.4 5.2
N (208) O (148) 2.9 2.9
0 (208) N (148) 3.4 33
4hvp
ACE (0) H (48) 2.9 2.3
0 (201) H (29) 3.9 5.8
N (202) 0 (48) 2.6 2.1
N (203) 0 (27) 2.9 36
H (205) 0 (148) 3.0 2.1
H (amide) 0D2 (129) 3.0 33

system-specific, being favorable for 4hvp and unfavor-
able for 8hvp. The ion effects were treated with a
continuum model using Debye—Huckel theory, and
hence, concerns regarding the dependence of ion loca-
tions on MD run lengths are circumvented. Overall, the
computed net binding free energies with both inhibitors
are in good accord with experimental results.

Promotion of hydrogen bond interactions and van der
Waals packing between the receptor and the drug are
two recurring chemical features in drug design at-
tempts. Structural studies on the complexes under
investigation have implicated several hydrogen bond
interactions. The MD simulations can bring out the
dynamical character of these hydrogen bonds and
whether the interface is tight. Using the snapshots from
the MD simulation trajectories on the complexes, we
monitored the hydrogen bond distances between the
catalytic aspartates and the hydroxyl group at the
scissile bond. Table 5 shows some of the important
distances resulting from the MD simulations on the
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complexes along with the values reported in crystal
studies. Most of the contacts reported in the crystal
structures remained intact during the course of the
simulations. This merely indicates that the interactions
are favorable in a final state analysis, i.e., in the
complex. The consequence of the contacts to the net
binding free energy is a different matter and has to be
analyzed in terms of initial (reactants infinitely apart
in aqueous medium) versus final state energetics. As
mentioned in the previous paragraph, Figure 5 repre-
sents these differential effects wherein van der Waals
is favorable in both complexes, i.e., protease with 4hvp
and 8hvp, implying that van der Waals contacts be-
tween the inhibitors and the protease promote binding.
The net electrostatics is unfavorable in both the com-
plexes. The net electrostatics is a composite of direct
electrostatics, i.e., the Coulombic interactions and the
desolvation expense. The direct electrostatics shows case
specificity, being unfavorable with 4hvp and favorable
with 8hvp. The presence of a hydrogen bond or a salt
bridge in the final state does not necessarily imply a
more favorable net binding free energy for association,
an expectation especially relevant in aqueous medium.5®

From a drug design perspective, it is of interest to
pin down residues or functional groups on the inhibitor
that can be modified for optimal binding. The MD
simulation trajectories on the complexes can be used to
identify the inhibitor residues that interact favorably
or unfavorably with the enzyme. Taking this interaction
energy as a guide, a modification is attempted and its
consequence tested on the net binding free energy. For
estimation of the effect of inhibitor modification on the
net binding free energies, select mutations are carried
out on the snapshots of the MD trajectories of the
unmodified complex and the thermocycle is followed
through as a preliminary indicator. If the modifications
are successful, i.e., if the net binding free energies are
more favorable than with the original inhibitor, then
more accurate estimates of the binding free energies for
the modified inhibitors can be developed via a quantum
derivation of charges of the modified inhibitors followed
by nanosecond MD simulations on the enzyme-modified
inhibitor complexes. We carried out a residue-wise
analysis of direct electrostatics and van der Waals
interactions for each unit of the inhibitor and compared
the results with that of the entire protein (Figure 6) to
provide insights into some plausible modifications. We
tested our ideas by first shortening and neutralizing the
side chain of the terminal arginine residue of the
inhibitor of 4hvp because the residue was showing
unfavorable interactions with some of the protein
residues. Essentially, the arginine side chain was
converted into an ethyl group. In the second mutation,
the isoleucine of the inhibitor was converted into valine
to see how reducing the side chain of the residue causes
a difference in packing. In the first mutation, it was
observed that the binding free energy became more
favorable and also the direct electrostatic interactions
with the mutated arginine and the protein became less
unfavorable. The second mutation, however, did not
significantly affect the binding free energy. In case of
8hvp, several mutation studies were carried out. To
check whether a hydrogen bonding group at the scissile
bond is desirable, the binding occurring in aqueous
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Figure 6. Interaction (electrostatics + van der Waals) energies of each residue of the inhibitor with the protease: (A) 4hvp; (B)

8hvp.

medium, we converted the CH(OH) group to CH, and
found that the magnitude of the binding free energy was
reduced drastically. We also monitored the effect of
discharging the residues at the termini and found that

neutralizing the N-terminus did not cause any change
in the free energy value, whereas discharging the
C-terminus causes the magnitude to decrease precipi-
tously. The isoleucine residue at the P2' side was
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converted to valine, and this caused a decrease in the
magnitude of free energy, hence causing less efficient
packing. These mutational studies, in a nutshell, rep-
resent interaction and binding views of the energetics
of enzyme—inhibitor association.

V. Discussion

The application of the MMGBSA method for evaluat-
ing the standard free energies of protein—drug associa-
tion is described. The statistical mechanical basis for
the MMGBSA model and the scope for hierarchical
improvements are presented in the Appendix. A free
energy component analysis of the complexes of HIV-1—
4hvp and HIV-1—-8hvp enabled identification of molec-
ular level forces favorable to the binding of inhibitors
with HIV-1 protease. We note from the analysis that
net van der Waals (i.e., van der Waals interactions
between the protein and the ligand minus van der
Waals interactions of the protein and ligand with the
solvent) and cavitation effects (loss in solvent accessible
surface area of both polar and nonpolar atoms upon
complexation) are favorable, whereas net electrostatics,
entropy, and adaptation effects are unfavorable to
binding. We would expect the entropies to be unfavor-
able because the translational and rotational degrees
of freedom are decreased and the motion of the side
chains at the interface gets restricted when association
occurs. Also, the natural form of the protein is known
to be the most stable one and on binding there occurs
some strain in the protein because it has to adapt itself
to the structure of the inhibitor. This fact is reflected
in the positive value of the adaptation energy expense.
In our analysis, the direct electrostatic interaction
between the inhibitor and the protein was found to be
favorable for 8hvp and unfavorable for 4hvp, but
combined together with the desolvation expense, the net
electrostatics component turned out to be unfavorable
to binding (Table 3). Packing effects (differential van
der Waals energetics) are found to be favorable, and this
is consistent with the theory of induced fit. Cavitation
effects are always favorable to binding in aqueous
medium.

In addition to the free energy component analysis, we
also performed a residue-wise analysis on the two
complexes. On the basis of this study, we identified
residues whose modification could lead to a potential
increase in the magnitude of the free energy of binding.
In the case of 4hvp, we found that mutating the
terminal arginine by shortening its side chain to an
ethyl group gave better binding affinity. In the case of
HIV-1 protease, a hydrogen bonding group at the
cleavage site is a desirable feature because it can
interact with the catalytic aspartates and contribute
favorably to binding. This was reflected in our residue-
wise interactions and the mutational studies on 8hvp.
We also considered the effect of discharging the terminal
residues in the case of 8hvp. Discharging the N-
terminus does not have a significant effect on the
binding free energy. On the other hand, discharging the
C-terminus causes a precipitous drop in the free energy
of binding. So a negatively charged residue at the
C-terminus is favorable to binding. The residue-wise
interactions show that the N-terminus is interacting
unfavorably with the protein residues (Figure 6), but

Kalra et al.

discharging it does not affect the free energy of binding.
This points to a subtle balance between the interaction
and solvation energies.

The methodology reported here has been arrived at
after a critical evaluation of numerous protocols for
developing binding free energies. One popular theoreti-
cal alternative is to cut down on the degrees of freedom
and hence computational time by working with implicit
solvent (dielectric continuum models) during minimiza-
tion and molecular dynamics stages. Some inherent
limitations of the continuum solvent models rendered
it impossible to obtain reliable estimates of binding free
energies. The various protocols and the values obtained
are listed in Table 4. The free energy values obtained
after minimization show close correlation to the experi-
mental values, but this does not include the adaptation
expense, and the closeness to the experimental values
is merely fortuitous and may not be observed with other
systems.5152 We observed that with an implicit solvent
(sigmoidal and 4r dielectric models) the electrostatics
tends to get overestimated and the system tries to
maximize its electrostatics at the expense of van der
Waals interactions, further leading to large deviations
from the starting structure that may or may not be
realistic. Minimization with explicit solvent is one
option. Because the number of variables in the mini-
mization becomes extremely large, locating minima on
the free energy landscape is difficult. This makes a
molecular dynamics study imperative. However, in the
MD studies with a solvent shell, i.e., with a limited
number of waters and without periodic boundary condi-
tions, the water molecules were observed to fly off
because there were no restrictions on the density of the
system. We thus converged to nanosecond-long molec-
ular dynamics simulations with ~4500 waters and
periodic boundary conditions. This, however, is not to
undermine the importance of the continuum solvent
methods, which can work extremely well in specific
cases, particularly when the interface is tight and no
significant structural changes occur upon complexation.

Eventually, the theory should be able to predict the
binding free energies from first principles, where no
structural data are available on the native protein and
no experimental thermodynamic data are available for
verifying the predictions. It is here that adaptation could
prove to be extremely difficult to handle. Adaptation
involves the partial folding/restructuring of the protein
from its native state to the complexed state. To calculate
the adaptation energy, we took the coordinates of the
adapted protein from the complex and subjected the
system to nanosecond-level molecular dynamics simula-
tions with explicit solvent. Figure 7 shows the super-
position of the average structure of the complexed and
the native form of the protein for each system. The
average structure of the protein emerging from MD
simulations differs from that in the complex. The
implication of this to adaptation expense is obvious, and
in such situations MD simulations may be indispensa-
ble.

We further investigated the sensitivity of the free
energy estimates to the simulation run length. We
checked the convergence of the binding free energy
results for 50, 70, and 100 points (structures culled from
the MD trajectories), and the results did not vary much.
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Figure 7. Superposition of the average molecular dynamics structure of the native (unbound, green) protease with the complexed

(red) form: (A) 4hvp; (B) 8hvp.

We extended the 1 ns MD trajectories on each of the
systems by an additional 200 ps and found the binding
free energies to be stable. The variation of the net free
energy of binding for both systems is given as a function
of time in Figure 8. For the HIV-1 protease case
investigated here, nanosecond-level MD appears satis-
factory for the results to converge. If partial folding is
involved or allosteric changes occur, much longer simu-
lations on the unbound protein may be necessary to
obtain reliable values of adaptation and hence the net
binding free energies.

A detailed energy analysis of the various inhibitors
bound to the enzyme yielded suggestions on better
inhibitor design. Though the present study was con-
ducted on the HIV-1 protease system, the methodology
adopted is general and the drug design principles for

any other system can be elicited using the same
strategy.

In summary, the MMGBSA method for estimating the
binding free energies is different from the other ap-
proaches described extensively in the literature. Once
the force field and a solvation energy model compatible
with the force field are fixed, the method does not need
to be calibrated from system to system and does not
require the use of any empirical coefficients, the limita-
tion being the computational demands. Even this will
soon not be a handicap with increasing processor speed
and parallel architecture on which the simulations can
be conducted. Very soon, drug design algorithms may
have to start directly from genomic information with
little structural data. This is an emerging computational
challenge. The first step in this challenge is the receptor
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Figure 8. Variation in binding free energy estimates as a function of molecular dynamics simulation run length: (A) 4hvp; (B)

8hvp.

structure prediction, the second step being the design
of lead compounds to match the receptor site. The third
step is docking with the attendant Kinetic issues. The
fourth step is the evaluation of binding affinity. Steps
2—4 may have to be repeated in several cycles with
computational protocols of increasing levels of confi-
dence to obtain viable suggestions on drug design. The

methodology presented here is robust enough to address
the issue of binding affinity.
V1. Conclusions

A free energy methodology (MMGBSA) formulated
within the framework of statistical mechanics has been
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reported and applied to two HIV-1 protease—inhibitor
complexes. Several other computationally simpler pro-
tocols have been tried before arriving at this methodol-
ogy, and some of their drawbacks are highlighted. The
strategy involves post facto analyses of the molecular
dynamics simulations, and this is seen to yield reliable
free energy estimates. Also, several of the crystal
contacts are confirmed during the simulations. The free
energy component analysis presented here lends itself
to automation for eliciting suggestions on drug design,
and this is illustrated for the two HIV-1 protease
complexes. It is found that a less extended residue with
a neutral side chain at the P3' site and a smaller residue
at the P2 site is preferred. In addition to this, the
presence of a hydrogen bonding group at the scissile
position and a negatively charged C-terminus are desir-
able features for HIV-1 protease inhibitors. The gener-
ality of the method is emphasized in that the same
protocol can be used unchanged to calculate binding free
energies of any other protein—ligand system.

Acknowledgment. Funding from the Indo-French
Centre for the Promotion of Advanced Research (IFC-
PAR) is gratefully acknowledged. Ms. Parul Kalra
thanks the Council of Scientific and Industrial Research
(CSIR) for the award of Senior Research Fellowship. The
authors thank Mr. Achintya Das for helpful comments
and Compag Testdrive for machine time.

Appendix

Theory and Methodology for Enzyme—Inhibitor
Binding in Aqueous Media. Taking off from the
discussions on the statistical thermodynamics of binding
put forth by Ben Naim,%¢ Gilson et al.,5” Janin,%8° Ajay
and Murcko,? and Atkins,®® we present here, within the
statistical mechanical framework, a hierarchy of meth-
ods accessible to theory of varying levels of rigor and
computational requirements.

Let E and | be the reactants and E*I*, the product of
binding in aqueous medium.

[Elag + [Hag = [E*1*]yq )
At equilibrium,
AuE.aq + /ul.aq = ﬂE*I*.aq (2)

UE.aq 1S the chemical potential of species E in the solvent
medium (partial molar Gibbs free energy) and u°g.aq is
its standard chemical potential, i.e., under conditions
of 1 bar in the gaseous state and 1 M (designated as
C°) in liquid state.

/,¢°E.aq + RT In(ag) + y°,.aq + RT In(a,) = ﬂ°E*,*.aq +
RT In(ag.+) (3)

where ag (=yeCe/C°) is the activity of E, yg is the
activity coefficient of species E, and Cg its concentration.
The standard molar Gibbs free energy of the reaction
(standard absolute molar Gibbs free energy of binding)
is

AGan = AuoE*I*.aq - (ﬂoE.aq + /uol.aq) =
—RT In[ag.+/(aga,)] = —RT In Keq_aq (4)
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In terms of canonical partition functions (Q),

AG®,, = AA°, + PAV®,, = —RT In K,y 5g =
QE*I*.aq
NaQw

QE.aq Ql.aq

NAQw NaQyw

Equation 5 is an exact expression for noncovalent
associations in aqueous medium. The assumption that
translations and rotations are separable from intra-
solute degrees of freedom as well as those of solvent (a
common practice is gas-phase statistical mechanics)
then leads to

AG®

—RT In + PAV®,, (5)

ag =
trE*l* rOtE*I*ZintE*I*.anelE*l*NAQW
(QtrEthEzintE.anelE)(QtrlQrOtIZintl.anell)
PAV®,, (6)

—RT In

AA° is the standard Helmholtz free energy of the
reaction. The Avogadro number Np in the above equa-
tion originates from expressing partition functions Q as
molar partition functions (following the notation of
Atkins®), and PAV°,q is the pressure—volume correction
to the Helmholtz free energy in the solvent medium. Qy
denotes the partition function for pure solvent (water).
Zintis the configurational partition function. It includes
contributions from vibrations and internal motions as
well as solvation (hydration) effects. The translational
and rotational terms have been separated; i.e., momen-
tum-dependent terms have been integrated from an
integral of the following type:

: —EMX"g, X"
ZlntE.aq — ‘/‘“. fexp[%} dXNE dXMW =

pr EX"e XMy D -

kgT
XNg and XMy, represent the configurational space ac-
cessible to the solute E and solvent W, respectively, in
the presence of each other. E(XNg,XMyy) denotes the total
potential energy of the system describing nonidealities.
It includes intramolecular interactions within the solute
E and solvent W as well as intermolecular interactions
between the solute and the solvent. kgT is the product
of the Boltzmann constant and temperature (in kelvin).

Q°: ~1 (assumed for noncovalent associations)

(8)
Qtr N 1 rot_
AG® = —RT In[-———5| = RT In| ————| -
Q":Q", | Q:Q™,
[ ZintE*l*a Q
-aq~w o
RT In W + PAV aq (9)
L E.aq l.aq

Equation 9 is an exact expression for noncovalent
associations in aqueous media and is subject only to the
approximation of the separability of translations and
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rotations from the remaining degrees of freedom in the
system including those of solvent. The third term in eq
9 is accessible to free energy molecular simulations1©
configured in the canonical ensemble, albeit they are
computationally expensive. The corresponding expres-
sion for associations in the gas phase is given as

tr rot

N ”
AG®y = —RT In|-——| = RT In|———"—| —
r tr rot rot
E | EQ I
Zint -
RT In|————| + PAV°, (10)
z EZ I

In the following we consider some approximations
commonly employed to bring into the feasibility domain
the binding free energy computations via evaluation of
the right-hand-side expression in eq 9.

Approximation 1. Formal Separation of Exter-
nal Degrees of Freedom. The molecular translational
partition function of E is

L/ A — (12)

Ae= A_3E h? 302
2memgkgT

The molar partition function of E is Qtg = (qt"g)Na.

Note that the volume V has been included in the
translational part, consistent with ideal gas statistical
mechanics. This requires that the Z'"t be divided by V
to quantify nonidealities (excess free energies). The
translational part of the free energy in eq 9 is now given
by the Sackur—Tetrode equivalent as

A3 A3
3
A

NA /[ h2 \o2f M. \¥2
= ~RTIn ’( )(an T) (mEm,) ] (12)

The expression in the brackets in eq 12 is dimensionless.
Na/V may be replaced by a concentration term. Note
that the form of this expression is the same whether
for the gas phase or the liquid phase provided the
translational and rotational motions of the solute are
unaffected by the solvent. Mathematically this implies
that the integrations in the momentum space can be
carried out separately for the solute and solvent. This
will be true only in a continuum, frictionless solvent
influencing the position-dependent potential energy but
not the velocity-dependent kinetic energy of the solute.
Hence, in a transfer process (an experiment involving
transfer of species E from one phase to another phase
such as from the gas phase to the liquid phase or octanol
to water, etc.), this term cancels out. In binding pro-
cesses, however, no such cancellation occurs. Also, if E,
I, and E*I* are each treated as a collection of nonbonded
monoatomic particles, then again the translational
partition function for each species is written as a
product of the individual partition functions of the
constituent atoms, and because the number of atoms is
conserved during binding, these terms cancel out. Again,
this is not so for polyatomic species where the mass in

&= -srin(5)
A RTnV
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the translational partition function mg (=3 im;) is evalu-

ated as a sum of the masses of the constituent atoms.
Similar arguments apply to the rotational partition

functions. Separating the rotational part from internal

motions implies working under the rigid rotor ap-

proximation.

AG®

rot —
_RT In|[ZER) (L))
OE*l* 871:2 2.7TkBT

12c , IPg, and I° are the components of the moments of
inertia of species E along the principal axes, and og is
its symmetry number. Contributions from external
degrees of freedom having been accounted for by eqs
12 and 13, the net binding free energy is expressed as

|2 | I° )1/2
ExI*T E*I*T E*I*
a b yc ya b yc
IEIEIEI II III

(13)

AL o WY/

AG® = AG®,, + AG®,,, —RT In| = 29~W_
int Zlnt

aq l.ag

PAV®,, (14)

“For the process of bringing E and | from fixed positions
and orientations at infinite separation to a final fixed
position and orientation of the complex E*I*, i.e.,
freezing the translational and rotational degrees of
freedom of the reactants and products ”,5¢ both AG°
and AG° are individually zero.

Approximation 2. Formal Separation of Solvent
Effects from Internal Motions of the Solute.

int _ vib.conf— solvn
z =Z Ze

E.aq

2= [ f eXp(
- o e

,xM
eX7w) dxNz dx™,

(E(XN )+ E(XENflxed XM )}
ko T

dxNg dx™,, (15)
E(XNE)

zf...[fexp
deE}if... Jexp

Equations similar to egs 15 and 16 can be written for
I and E*I* and converted to excess free energies. Such
a separation allows

_ E(XENflxed,XMW)
kgT

dXMW} (16)

AG® = AG®, + AG®, + AG®,pa + AG°yn (17)

rot intra

Equation 17 forms the basis for “master equation™?
methods. Further, if the internal degrees of freedom of
the solutes E, I, and E*I* are frozen in addition to
translational and rotational degrees of freedom, the
binding free energy can be written as

AG® = AE°;+ AG® (18)

solvn

an expression that is commonly employed in some
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earlier theoretical work. The PAV®,, term in eq 9 is often
neglected in liquid-state work. Equations 9 and 18
constitute two extreme theoretical models for binding,
with eq 17 falling between. Some prescriptions to
alleviate approximations in eq 17 and to make the
results correspond as closely as possible to eq 9 are the
following: (i) compute the translational and rotational
contributions in gas phase by forming a suitable ther-
mocycle while adopting static structures such as from
modeling, X-ray crystallography, or NMR; (ii) generate
an ensemble of structures of the reactants and products
separately in the solvent medium with structural inputs
from either modeling or experiment and then apply eq
17.%1.62 This corresponds to a post facto analysis of the
molecular dynamics trajectories. The former circum-
vents the objections concerning the extension of the
Sackur—Tetrode equation for reactions in the liquid
phase. The latter (a) helps convert AE°y into AH® in
eq 18 and (b) avoids decoupling internal motions of the
solute from those of solvent because the simulation
incorporates solvent explicitly in the development of the
ensemble of structures. The problem then shifts to
solvation energy estimates and whether an ensemble
of structures consistent with the solution phase was
considered in arriving at solvation model parameters.
This problem may be less severe than it appears if the
calibration of solvation parameters is performed against
experimental results.

Some areas for further refinement of the binding free
energy theory are (i) the vibrational and configurational
entropies that contribute to the TAS®ha terms in eq
17, (ii) the environmental effects such as those due to
counterion association and release, particularly in bind-
ing equilibria involving nucleic acids,364 (iii) the “bound”
water/water-mediated interactions,®s (iv) complexes in-
volving metal ions exhibiting charge transfer, etc.
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